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	This document presents an overview of Named Entity Recognition (NER) systems and ontology extraction as tasks for Information Extraction. It discusses the state of art for both Arabic and Latin languages. And then it presents the SWOT analysis of applying NER in Arabic language.


Information Extraction 

1. Brief Overview 

Information extraction (IE) is the identification of specific information in unstructured data sources, such as natural language text, making the information more suitable for information processing tasks. It is considered as a key NLP technology for automatically extracting specific types of information from text or other sources to create records in a database or populate knowledge bases.

The input of Information Extraction:  can be unstructured documents written in natural language or semi-structured documents like web pages, tables or itemized and enumerated lists
The Output Information Extraction: can be Entities (Person Entity, Organization Entity), Terms (e.g., concept/instance), Relations (e.g., is-a, part-of), Properties, and Events
Named Entity Recognition (NER) aims to classify each word of a document into predefined target named entity classes including person, organization, location names, and numeric expressions including time, date, money and percent expressions. It is now-a-days considered to be fundamental for many Natural Language Processing (NLP) tasks such as information retrieval, machine translation, information extraction, question answering systems and others.

The NER field has been thriving for more than fifteen years. However, most of the work has concentrated on limited domains and textual genres such as news articles and web pages.
Ontology-based information extraction (OBIE) is a recent development in the field of information extraction. OBIE is the process of identifying in text or other sources relevant concepts, properties, and relations expressed in an ontology. Ontologies contain concepts arranged in class/sub-class hierarchies (e.g. a joint venture is a type of company agreement), relations between concepts (e.g., a joint venture has a starting date), and properties (e.g., a joint venture has only one starting date). 
The general idea of OBIE is to use ontology to guide the information extraction process and to present the results. Ontology-based information extraction attempts to make use of the formal and explicit specifications of ontology in the information extraction process. This is generally achieved by using information extraction to retrieve instances and values related to the classes and properties of the ontology. Several OBIE systems have been implemented in the last few years, they use different techniques such as classification, linguistic extraction rules expressed as regular expressions, gazetteers and web-based search. They also extract different components of ontology such as instances, property values and classes. Ontology Extraction aims extracting different ontology elements semi-automatically or automatically from different information sources such as documents, and/or web pages. These elements are concepts, concept inheritance, concept instances, general relations, metrological relations (part of), and equivalence.

2. State of the Art (For Latin Languages)

2.1. Techniques 
2.1.1. Named Entity Recognition:

While early studies were mostly based on handcrafted rules and gazetteer, most recent ones use supervised machine learning as a way to automatically induce rule-based systems or sequence labeling algorithms starting from a collection of training examples. When training examples are not available, handcrafted rules remain the preferred approach.

While the handcrafted rules model achieve better results in specific domains, as the gazetteers can be adapted very precisely, and it is able to detect complex entities. However, if we deal with an unrestricted domain, it is better to choose the machine learning approach, as it would be inefficient to acquire and/or derive rules and gazetteers in this case.

The idea of supervised learning (SL) is to study the features of positive and negative examples of named entity over a large collection of annotated documents and design rules that capture instances of a given type. However, the main shortcoming of machine learning is the requirement of a large annotated corpus. The unavailability of such resources and the prohibitive cost of creating them lead to two alternative learning methods: 

· Semi-supervised learning (SSL) and 

· Unsupervised learning (UL).

These techniques are presented in sections 2.1 through 2.3 respectively.

2.1.1.1. Supervised Learning:

The current dominant technique for addressing the NER problem is supervised learning (SL). SL techniques include:

· Hidden Markov Models (HMM),

· Decision Trees, 
· Maximum Entropy Models (ME), 

· Support Vector Machines (SVM), and 

· Conditional Random Fields (CRF). 

These are all variants of the SL approach that typically consist of a system that reads a large annotated corpus, memorizes lists of entities, and creates disambiguation rules based on discriminative features.

2.1.1.2. Semi-Supervised Learning:

The term “semi-supervised” (or “weakly supervised”) is relatively recent. The main technique for SSL is called “bootstrapping” and involves a small degree of supervision, such as a set of seeds, for starting the learning process. For example, a system aimed at “disease names” might ask the user to provide a small number of example names. Then the system searches for sentences that contain these names and tries to identify some contextual clues common to the five examples. Then, the system tries to find other instances of disease names that appear in similar contexts. The learning process is then reapplied to the newly found examples, so as to discover new relevant contexts. By repeating this process, a large number of disease names and a large number of contexts will eventually be gathered.

However, this technique relies upon large collection of documents that are rich in proper names and have specific contexts. Therefore the selection of these documents brings the best results and so this may be a problem for this technique. So some researchers address how an existing NE classifier can be improved using bootstrapping methods.

2.1.1.3. Unsupervised Learning:

The typical approach in unsupervised learning is clustering. For example, one can try to gather named entities from clustered groups based on the similarity of context. There are other unsupervised methods too. Basically, the techniques rely on 

· Lexical resources (e.g., WordNet),

· Lexical patterns and

· Statistics computed on a large un-annotated corpus.
2.1.2. Ontology Extraction:

Ontology extraction uses methods from a diverse spectrum of fields such as machine learning, knowledge acquisition, natural-language processing, information retrieval, artificial intelligence, reasoning and database management.  Ontology extraction systems can be categorized according to the types of the date from which they are extracted. These types of data are unstructured, semi-structured, and structured. Unstructured data is the natural text like books, journals. Semi-structure date is text in HTML, XML files. While structured date are the databases and dictionaries. In this review we will concentrate on ontology learning from unstructured and semi-structured types.

2.1.2.1. Extracted from Unstructured data:

Unstructured data is the most difficult type to learn from. It needs more processing than the semi-structure data. The systems which have been proposed for learning from free text, often depend on natural language processors (NLP). Some systems used shallow text processing with statistical analysis and others use a rule based parser to identify dependency relations between words in natural language. 
The NLP is common among all used techniques. Therefore, the following classification is done based on the technique used in addition to NLP. The first section describes a system which is an example of integrating NLP with statistical approach that uses the frequency count of noun and noun phrases in documents retrieved from the web to discover concepts and taxonomical relations while using shallow parser to extract noun phrases. The second section describes a pure NLP system which uses dependency grammar and parsers to discover the relation between syntactic entities. The third section describes an integrated approach that includes methods from different disciplines namely: Information Retrieval, Lexical database (WordNet), machine learning in addition to computational linguistics.

· Statistical Approach

Beginning by an initial keyword's to search engine for retrieving the related pages, then analyze these web sites in order to find important candidate concepts for a domain. This keyword is used for extracting its children concepts from the returned pages by retrieving the bigrams that contain the keyword as the second term. Selecting the representative concepts from the candidate concepts according to the some attributes. Only candidate concepts whose attributes fit with a set of specified constraints (which is a range of values for each parameter) are selected. The extracted concepts use as new keywords to extract their children concepts. 

· Pattern Approach

A set of predefine syntactic patterns is used to extract the dependency relations between words. Their extraction method exploits the syntactic regularities which are inherent from the sublanguage nature of web service documentations, which is a specialized form of natural language. A dependency parsing is used to identify dependency relations between words in natural language. it is an asymmetric binary relation between a word called head and a word called modifier. For example, in the sentence "Find antigenic sites in proteins" the "antigenic" is an adjective which modifies the noun "sites", and "sites" is the object of the verb 'find". Then, a set of syntactic patterns is used to identify and extract interesting information from the annotated corpus for ontology building.

The noun and noun phrase patterns ("NN" and "NMod") are used for extracting concepts and dependency relations between them (like, <antigenic site> and <site>). Extracting functionalities are done using verbs to identify the functionality performed by a method and nouns closely related to these verbs (like, <find> <antigenic site>). The relations are extracted using the prepositional phrases (PP) to identify a meronymy relation between the terms that they interrelate (like, find antigenic sites in proteins   "in proteins" is the PP <antigenic sites> are parts of a <protein>). 

Some system used Formal Concept Analysis to automatic extraction the inherent relations between objects described through a set of attributes and the attributes. Formal Concept Analysis is a method based on order theory and used for the analysis of data, in particular for discovering inherent relationships between objects described through a set of attributes on the one hand, and the attributes themselves on the other. A part-of-speech tagger is used to   to generate parse trees for each sentence in the corpus. The verb/subject, verb/object and verb/prepositional phrase dependencies are extracted from these parse trees and are lemmatized.   The object/attribute pairs are weighted using conditional probability, point wise mutual information and the relative entropy of the prior and posterior distributions of  a set of pairs  to determine 'selectional strength' of the verb at a given argument position. Only pairs over a certain threshold are transformed into a formal context to which Formal Concept Analysis is applied to produce ontology in lattice form. Then the result is transformed from the lattice form to a partial order form which is closer to a concept hierarchy. 

· Integrated Approach

Some systems used different approached to extract different ontology element. Extracting concepts is done depending  on Relative Term Frequency (RTF), TFIDF (Term Frequency Inverted Document Frequency), Entropy and the C-value/NC-value method. For extracting concept inheritance relations is done using various algorithms depending on exploiting the hypernym structure of WordNet, matching Hearst patterns and applying linguistic heuristics rules. Extracting general relations is done by employing a shallow parsing strategy to extract sub categorization frames enriched with information about the frequency of the terms appearing as arguments. In particular, it extracts the syntactic frames like, love(subj,obj) and maps this subcategorization frames to ontological relations.  Mereological (Part_of) Relations is extracted using patterns matching technique. Learning concept instances relations rely on a similarity-based approach extracting context vectors for instances and concepts from the text collection and assigning instances to the concept corresponding to the vector with the highest similarity. Also, Hearst patterns (pattern-matching rules) are used to extract concepts instances. Equivalence relations are extracting following the assumption that concepts are equivalent to the extent to which they share similar syntactic contexts.  
2.1.2.2. Extracted from Semi-structured data:

Extract ontology from semi-structure data uses both traditional data mining and web content mining techniques. The Web pages structure is used to build a database table then use clustering method to extract their ontologies. The structure of HTML files are used on extracting the concepts, their instance and inheritance relations between concepts. Some use the structure of the HTML file with some linguistic as features to identify the candidate concepts.  others convert the html page to hierarchical semantic structures as XML to mine it for generating taxonomy. The following subsections describe these two approaches namely: Data Mining and Web content mining.

· Data Mining Approach

Clustering techniques is used to group similar words into clusters in order to define a concept hierarchy. The text and HTML page structure are exploited to generate concepts. The HTML pages are processed to keep title, sub title, bold, italic, underlined, big character, keywords, hyperlinks, list, paragraph tags and the associated full text. They build a data table whose fields contain the word, the labeled word (concept to which the word  belongs), the grammatical type of the word (noun, adjective, etc), the style of the word (title, bold, etc), a number representing how many times the word in this HTML tag style appears in the document and the number of documents that locate the word. They group words referring to the same meaning through user interaction.  An unsupervised method (a divisive clustering) is used method to generate hierarchy of concepts clusters. A concepts cluster is described in terms of the words, it contains, and belonging to all the tag styles except the paragraphs tags or hyperlinks tags.  

· Web Content Mining Approach

In this approach extracting taxonomy ontology is done by using the structure of HTM files only. Extracting like this taxonomy is done using taxonomy-directed web site. A taxonomy-directed web site is web site that contains at least one taxonomy for organizing its contents and presents the instances belonging to a concept in a regular fashion (like scientific, news, and travel). Web pages are crawled and passed to the semantic partition module which partitions the Web page into logical segments and generates the Document Object Model (DOM) tree. Finally it uses promotion rules that are based on the presentation and the format of the Web page to promote the emphasized labels (e.g. the group of words appearing in a heading or in a bullet…) with tags like <b>, <U>, <h1>, on top of certain groups as its parent xml node. Taxonomy mining module first mines for frequent labels in the XML documents. The labels that have frequency more than the threshold are separated from the rest of the document as important labels (e.g., Business, Sports, Politics, Technology, Health, and Entertainment are important concepts in the News domain). For missed labels that are relevant but infrequent, they learn attributed tag paths of the frequent labels and then apply them within the corresponding logical segments to retrieve more labels. For example, they identified Entertainment to be a frequent label and it has the same tag path as Culture which is infrequent label. Also some rules are used to eliminate the irrelevant labels. These important labels are stemmed, and organized into groups of equivalent labels (e.g. "Sport" and "Sports" are grouped together). Each collection of labels is considered as a concept c. These concepts are flat.  Organizing these concepts into taxonomy required mining is-a relationship from the semantically partitioned Web pages (The child-parent relation in the XML tree). To expand the domain taxonomy, they follow the hyperlinks corresponding to every concept c. For example, sport is a concept, the pages that are hyperlinked by the words corresponding to the concept "sport", will be used for building the sport sub-taxonomy) and expand the taxonomy depth-wise. Finally, mining the concept instances (members of concepts) and the values of the instance attributes  in the same way as the sub taxonomy mining.

2.2. Future Trends:
· Identify different named entity in different textual genre (journalistic, scientific, informal, etc.) and domains (gardening, sports, business, etc.).

· Lot of effort is also invested toward semi-supervised and unsupervised approaches to NER motivated by the use of very large collections of texts.

· Handle multiple NE types like book titles, diseases, products.

· Integrate NER systems with other NLP applications like machine translation systems.
· Learning the pattern rules to using in extracting ontology elements.
· Integrating Ontology based information extraction systems with Semantic Web
· The future trends for Arabic are the same as Latin languages in NER. 

2.3. Reported performance:

2.3.1. Named Entity Recognition:

Thorough evaluation of NER systems is essential to their progress. Many techniques were proposed to rank systems based on their capability to annotate a text like an expert linguist (i.e. systems are usually evaluated based on how their output compares with the output of human linguists). 

There exist two main scoring techniques to evaluate NER systems:

· A system is scored on two axes: its ability to find the correct type (TYPE) and its ability to find exact text (TEXT). A correct TYPE is credited if an entity is assigned the correct type, regardless of boundaries as long as there is an overlap. A correct TEXT is credited if entity boundaries are correct, regardless of the type. This score is used in MUC.

· Exact-match evaluation. Systems are compared based on the micro-averaged f-measure with the precision being the percentage of named entities found by the system that are correct and the recall being the percentage of named entities present in the solution that are found by the system. A named entity is correct only if it is an exact match of the corresponding entity in the solution. This score is used in IREX and CONLL.

However, F-measure of Latin languages is between 40 and 93% depending on the language.
2.3.2. Ontology Extraction:

It has been strongly argued that a key factor in making a particular discipline or approach scientific is the ability to evaluate and compare the ideas within the area. Evaluation, in general, means to judge technically the features of a product. It seems that having a trustworthy ontology information source is extremely important.
There are two types of ontology evaluation: ontology (content) evaluation and ontology technology evaluation. Evaluating ontology is a must for avoiding applications from using inconsistent, incorrect, or redundant ontologies. A well evaluated ontology won’t guarantee the absence of problems, but it will make its use safer. Evaluating ontology technology will ease its integration with other software environments, ensuring a correct technology transfer from the academic to the industrial world
Evaluated ontology approaches can be categorized to:

· Gold Stander evaluation: Comparing the ontology to a “golden standard”. In a gold standard based ontology evaluation the quality of the ontology is expressed by its similarity to manually built gold standard ontology. A “golden standard” is a predefined ontology is usually built manually from scratch by domain experts. One of the difficulties encountered by this approach is that comparing two ontologies is rather difficult. Measuring the similarity between ontologies can done by compare ontologies at two different levels: lexical and conceptual. 
· Application based evaluation: Using the ontology in an application and evaluating the results. This evaluation is used when ontology is developed in order to be used in a specific application. The ontology is evaluated by use it in some kind of application or task. Then the evaluation of the outputs of this application, or its performance on the given task will be used as evaluation for the used ontology. A system performs well if the query computation time is low, the reasoning is efficient enough, the answers are the correct ones and these ones that are produced are all that could be produced, etc.

· Data-driven evaluation: Comparisons with a source of data about the domain to be covered by the. These are usually collections of text documents, web pages or dictionaries. An important required for the data sources is to be representative and related to the problem domain to which the ontology refers. This kind of evaluation is preferable in order to determine if the ontology refers to a particular topic of interest.
· Human evaluation: Human evaluation is the most popular evaluation method. The evaluation is done by humans who try to assess how well the ontology meets a set of predefined criteria, standards, requirements, etc. It includes technical evaluation by the development team or by domain experts, and end users.
3. State of the Art (For Arabic Language)
3.3. Techniques 
3.1.1. Named Entity Recognition:

Many researchers have attacked NE problem in a variety of languages but only a few limited researches have focused on NER for Arabic text. This is due to 

· The lack of resources for Arabic NE (Ex. Tagged corpus).

· The high derivational and inflectional morphology of Arabic language (Ex. نفخر بمصرنا).

· Rarity of entities word features (No capital letters for NE).

· Vowels disambiguation (Ex. مصر).

· Sense disambiguation (Ex. محمود).

Examples of Arabic NER systems are

· Abuleil (2004) presented a technique to extract proper names from text to build a database of names along with their classification that can be used in question-answering systems. This work was done in three main stages: 1) marking the phrases that might include names, 2) building up graphs to represent the words in these phrases and the relationships between them, and 3) applying rules to generate the names, classify each of them, and saves them in a database.

· Samy et al. (2005) has used parallel corpora in Spanish, and Arabic and an NE tagger in Spanish to tag the names in the Arabic corpus. For each sentence pair aligned together, they use a simple mapping scheme to transliterate all the words in the Arabic sentence and return those matching with NEs in the Spanish sentence as the NEs in Arabic. While they report high precision and recall, it should be noted that their approach is applicable only when a parallel corpus is available.

· Hassan et al. (2005) has used translation, transliteration to English and then word distance calculation approach to identify NE.

· Shaalan et al. (2007) has used named entities gazetteers and regular expressions to identify Arabic NE. Their approach provides flexibility and adaptability features that can be easily configured to work with different languages and domains. In order to determine the best rules for recognition of person names, various Arabic text corpora were analyzed. Phrases containing person names were retrieved, the underlying pattern was learned and person indicators such as titles were identified. Apart from this, person names were extracted from the available corpora and other resources to build up a lexicon, in the form of gazetteer name lists. However, the recognition was done in two cycles using first the gazetteer and then the grammar rules. 

· Benajiba et al. (2008) has used different sets of features in two discriminative machine learning frameworks, namely, Support Vector Machines and Conditional Random Fields using Arabic data. They explore lexical, contextual and morphological features on eight standardized data-sets of different genres. 
3.1.2. Ontology Extraction:

Hazman et al. (2009) presented a technique to extract a taxonomic ontology using semi-structured domain specific web documents using a set of seed concepts (that represent the main concepts in the domain).  The system extracts headings contained in the documents, analyzes their structure, extracts concepts from them and finally builds a taxonomical ontology. The ontology is constructed through the use of two complementary approaches. The first approach (N-gram based), utilizes the structure of phrases appearing in the documents’ heading titles. In this approach, a taxonomical ontology is extracted using word sequences (N-gram phrases) in text headings. Concept's children are extracted from the heading text by generate all possible phrases (n-gram words) that have one of the seed concepts as their headword. Trying to locate the seed as a headword is specific to Arabic, but the same idea can be applied to English by looking for a phrase that ends with a seed concept. While the second utilizes the hierarchical structure of the heading titles for identifying new concepts and their taxonomical relationships between seed concepts and between each other. The main idea of this approach is to locate the seed concepts acquired from the user at the top level headings of the document set,  consider the concepts  at the second level as the children of the top level, and the concepts at the third level as the children of the second level, etc
3.4. Future Trends:

· Applying Latin techniques on Arabic domain.

4. Dependency Between Technologies
Named Entity Recognition Technology considered to be fundamental for another Technologies such as information retrieval, machine translation, information extraction, question answering systems and others.
Ontology Extraction uses Technology from a diverse spectrum of fields such as machine learning, knowledge acquisition, natural-language processing, information retrieval, artificial intelligence and web mining.
5. Language Resources

5.3. Available Resources (English, Arabic):

· HeiNER is a freely available multilingual lexical Named Entity resources extracted from Wikipedia. It contains:
· 1.5 Million Disambiguated English NEs.
· Translation into all 253 languages available in Wikipedia.
· Context sets in 16 languages for each NE.
· A dictionary that maps ambiguous proper names to sets of unique and disambiguated NEs.
· ANERCorp is a freely Corpus of more than 150,000 words annotated for the Arabic NER task.
· ANERGazet is a freely collection of 3 Gazetteers, (i) Locations: a Gazetteer containing names of continents, countries, cities, etc.; (ii) People: a Gazetteer containing names of people recollected manually from different Arabic websites; and finally (iii) Organizations: containing names of Organizations like companies, football teams, etc.
· ACE multilingual training data. It was produced by Linguistic Data Consortium (LDC). The source material for this corpus consists of broadcast and newswire data drawn from October 2000 through the end of December 2000.
· MUC Data Sets (http://www-nlpir.nist.gov/related_projects/muc/muc_data/muc_data_index.html) English 
· ACE IE: http://projects.ldc.upenn.edu/ace/data/ IE training data for English/Chinese/Arabic/Spanish
· DMOZ Dataset (http://olc.ijs.si/dmozReadme.html#source). The DMOZ RDF web page is http://rdf.dmoz.org/.

· GATE: a full-lifecycle open source solution for text processing (http://gate.ac.uk). Include Arabic plugins.
5.4. Needed Resources (English, Arabic):

Named Entity Recognition Systems need some linguistic resources that depend on the technique followed:

· Large set of gazetteer name lists for each NE class. This list can be used in both rule and machine learning approaches.

· Large tagged corpus in SL technique.

· Parallel corpus in case of translation and transliterated approach.

· Lexical resources like POS tagger, phrase chunk and/or semantic database like WordNet. These resources can be used to get word features to be used in both machine learning and rule based technique. 
· Predefine Ontology to compare the result with it.

· Language resources (Arabic stemmer, parser, morphological analysis, part of speech tagger)
6. Strengths, weaknesses, opportunities and threats      

Applying Named Entity Recognition on Arabic Language.
	Strength
	

Weakness

	· The existence of few Arabic NER systems. 
· The existence of several NER Linguistic Resources.
· Many Named Entity Recognition techniques are discovered that can be applied on the Arabic Language.

	· The requirements of annotated large corpus.

· Many researchers have attacked this problem in a variety of languages but only a few limited researches have focused on NER for Arabic text due to the complexity of Arabic language.

· Lack of availability of free standardized Arabic Linguistic resources.

· Lack of infrastructure; Linguistic resources’s & baseline systems of Arabic Languages.

	Opportunities
	Threats

	· Increasing International and National market need of Arabic NER.
· Available local/regional/international funds.
	· International and regional competition.
· Lack of focused funds.


7. Suggestions for Survey Questionnaire
· How Arabic Named Entity Recognition would benefit the International and National Market?

· What are the challenges of applying NER on Arabic Language?

· Is there any shortage on the Arabic Linguistic Resources that is needed by the NER techniques?
· Have you used existing Ontology Extraction systems for the Arabic language? 
· What are the challenges faced when applying existing technologies on Arabic?

8. List of people/organizations pioneers in each application area to be targeted by the Survey.

· Message Understanding Conference (MUC 6), (MUC 7)
· Language Independent Named Entity Recognition at CONLL
· Automatic content extraction program (ACE)
· iTAKA Intelligent Technologies for Advanced Knowledge Acquisition

· The Organisations, Information and Knowledge (OAK)
· The Natural Language Processing Research Group in Department of Computer Science University of Sheffield
9. Key persons in each application area (on technical/LR levels).
· Ralph Grishman

· Stan Matwin

· Peter D. Turney
· Philipp Cimiano 
· Johanna Völker 
· Steffen Staab 

· Fabian M. Suchanek 

· Mauro Sozio 

· Gerhard Weikum

10. Suggestions for Language Resources (specific to the application area) if ALTEC would like to start collection immediately. 
· ACE multilingual training data.
· Basic lexical resources like POS tagger, phrase chunk.
· Arabic stemmer, parser and morphological analyzer
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