Technology: Automatic text summarization
1. Brief Overview
This reports starts off by highlighting the importance of text summarization in the age of information explosion and then introduces the types of summaries then briefly examines the techniques used in text summarization. Afterwards, sections 5 and 6 survey some of the existing text summarization systems first, generally, then, those available for Arabic texts. While section  7 explores the approaches and systems used in evaluating automatically summarized texts. After that, section 8 introduces the UNL available at Bibliotheca Alexandrina and how it can improve automatic summarization through semantic analysis. Finally, section 9 lists some of the conferences and workshops concerned with the subject.
2. State of the Art
Electronic documents are produced and made available on the internet each day. So everyone should benefit from this revolution of information, the crucial way to access these documents and get the gist of it is to be able to extract the content of these documents and utilize from the information existing in these documents. A Text Summarization system would thus be the appropriate application. In order to generate a summary of a document or a sentence, we have to identify the most important pieces of information exist in a document or a sentence, omitting the redundant information and reducing details. 
3. Automatic Text Summarization. 
Early experimentation in the late of 1950s and early 1960s suggested that text summarization by computer was feasible though not straightforward  (Luhn1959;Edmund-son 1969).
Text summarizer is one of the natural language processing (NLP) applications which proposed to extract the most important information of the document(s) or the sentence(s) and introduce it to the user. In automatic text summarization there are two distinct techniques either text extraction or text abstraction. extraction is more feasible today. Automatic text summarization can be used:

· In search engines to present compressed descriptions of the search results (see the Internet search engine Google).

· To let a computer synthetical read the summarized text. Written text can be too long and boring to listen to.
4. Automatic text summarization techniques.
In this section we will present some of the techniques available for summarizing the text, some automatic text summarization systems is based on statistical, linguistically and heuristic methods where the summarization system calculates the frequency of the key words in the text, which sentences they are present in, and where these sentences are in the text. Also there is another technique extract sentences that are central to the text and use them to form a shorter text but in this case the sentences are extracted without any linguistic analysis of the text. Researchers in automated text summarization have identified three distinct stages(Spark Jones 1999;Hovy and Lin 1999;Maniand Maybury1999).Most systems today embody the first stage only. The first stage, topic identification ,the second stage is interpretation or topic fusion and finally the summary generation.

5. Examples of Existing summarization systems
Many systems have been developed in the area of automatic text summarization, some of these are available online while others are sold as commercial software. However, most of these systems have no published documentation explaining  their design or method of operation. In this section, we will present the available information about some of these systems.
· SweSum
Is the first automatic text summarizer for Swedish. It summarizes Swedish news text in HTML/text format on the WWW. During the summarization 5-10 key words - a mini summary is produced. Accuracy 84% at 40% summary of news with an average original length of 181 words. SweSum is also available for Danish, Norwegian, English, Spanish, French, Italian, Greek, Farsi (Persian) and German texts. SweSum is based on statistical, linguistic and heuristic methods. The system calculates the frequency of the key words in the text, in which sentences they appeared, and the location of  these sentences in the text. It considers if the text is tagged with bold text tag, first paragraph tag or numerical values.

· SUMMARIST

 is an attempt to develop robust extraction technology as far as it can go and then continue research and development of techniques to perform abstraction. This work faces the depth vs. robustness tradeoff: either systems analyze/interpret the input deeply enough to produce good summaries , or they work robustly over more or less unrestricted text (but cannot analyze deeply enough to fuse the input into a true summary, and hence perform only topic extraction). 

To date, SUMMARIST produces extract summaries in five languages (and has been linked to translation engines for these languages in the MuST system). Work is underway both to extend the extract-based capabilities of SUMMARIST and to build up the large knowledge collection required for inference-based abstraction.
· The MEAD summarizer
Is available now in the public domain
· <DOWNLOAD MEAD 3.12 (tar.gz) (Unix/Linux/Solaris) 

· DOWNLOAD MEAD 3.12 (zip). (Windows) 

· DOWNLOAD MEAD 3.11 (tar.gz) . (Unix/Linux/Solaris) 

· DOWNLOAD MEAD 3.11 (zip) . (Windows) 

· LexRank

LexRank is atext summarization system developed at U. Michigan by Gunes Erkan and Dragomir Radev, it is available online at http://clair.si.umich.edu/clair/lexrank/
· Intellexer Summarizer SDK 4.0.0.93

Intellexer Summarizer SDK 4.0.0.93 analyzes natural language texts. The SDK is not confined to the keyword-based approach of processing information. it is available at http://www.fileguru.com/Intellexer-Summarizer-SDK/info
· Automatic Text Summarizer

The Automatic Text Summarizer is an online text summarization tool that is available at http://www.makeuseof.com/dir/automatic-text-summarizer-text-summarization-tool/ 
· The Open Text Summarizer

Is an open source tool for summarizing texts. It is available at http://libots.sourceforge.net/   

· Kify Online Text Summarizer
It uses Text Semantic Indexing and some mathematics, the Summarizer decides which parts of a document are important by analyzing the content. It is available online at http://text.kify.com/ 
· Intellexer Summarizer 3.1 

It is a commercial tool. Intellexer Summarizer is an innovative program for computers that is create a short summary from any document or a browsed web page. It is available at http://www.fileguru.com/Intellexer-Summarizer/info
· PERTINENCE SUMMARIZER   

It is a commercial tool. It performs linguistic processing over a document and evaluates the pertinence of its sentences
-It has an online version for testing it : http://www.pertinence.net/ps/summarizer_url.jsp?ui.lang=en
- It has a commercial one for selling http://www.pertinence.net/ps/invoice_creation.jsp?ui.lang=en
· QuickJist summarizer 1.2
It is capable of highlighting summaries of web pages directly in browser windows.
http://www.filecluster.com/Internet/Browser-Tools/Download-QuickJist-summarizer.html
· Subject Search Summarizer 2.0
It is a commercial system available at  http://subject-search-summarizer.smartcode.com/info.html
· Sinope Summarizer
Sinope Summizes used a Semantic Analysis to transform the text into a structure for a computer. This structure looks like a network that contains the concepts from the original text and the relationships between them. this structure is called a Semantic Structure and All kinds of mathematical operations can be performed on it that are impossible to perform on the original text.
Sinope Summarizer uses advanced mathematical techniques to analyze the Semantic Structure to determine which information elements are important and removes all irrelevant information elements. Sinope is the only system that uses semantic analysis; however, no documentation was to be found. The tool is available at http://www.sinope.info/en/Download  
· Copernic Summarizer

It uses a statistical and linguistic algorithms. The tool is available at 
 http://www.copernic.com/en/products/summarizer/  
6. Arabic text summarization systems

· Lakhas 

An Arabic text summarization system using extraction techniques. It is the first Arabic summarization system to be formally evaluated and compared with English competitors in an evaluation competition. 
· AQBTSS
is a query-based single document summarizer system that takes an Arabic document and a query (in Arabic) and attempts to provide a reasonable summary for the document around this query.
· ACBTSS
It  integrates Bayesian and Genetic Programming (GP) classification methods in an optimized way to extract the summary sentences. The system is trainable and uses manually labeled corpus. Features for each sentence are extracted based on Arabic morphological analysis and part of speech tags in addition to simple position and counting methods. Initial set of features is examined and reduced to an optimized and discriminative subset of features. Given human generated summaries, the system is evaluated in terms of recall, precision and F-measure.  It is a concept- based summarizer system that takes a bag-of-words representing a certain concept as the input to the system.

· The Summarizer of AramediA

Based on Sakhr's accumulated research in Natural Language Processing, NLP, and Morphological Analysis over many years.
The Summarizer is used for summarizing Arabic and English documents. Based on linguistic analysis of the document, it extracts the main ideas to make it possible for the user to preview these ideas instead of reading the whole document, thus saving time and effort.

· Sakhr Summarizer
The Sakhr Arabic Summarizer engine identifies the most relevant sentences within a text and displays them in the form of a short text summary. The Summarizer makes it easy to scan just the important sentences within documents, greatly reducing the time needed to read and process items manually. It provides companies with short text summary for each item using a prioritized list of key sentences and gives the ability to select a specific level of summarization.
The Summarization engine employs the Sakhr Corrector to automatically correct the input Arabic text from common Arabic mistakes, and the Keywords Extractor to identify a prioritized list of keywords to accurately identify the important sentences. The tool is a available at http://textmining.sakhr.com/
7. Evaluating summaries

Summary evaluation methods attempt to determine how adequate and reliable or how useful a summary is relative to its source. Generally, evaluation methods are classified into two types. The first is intrinsic evaluation in which users judge the quality of summarization by directly analyzing the summary. Users judge fluency, how well the summary covers key ideas, or how it compares to an ideal summary written by the author of the source text or a human abstractor. . However, none of these measures are entirely satisfactory since in most cases there is no only one correct ideal summary for a given document. The second type of evaluation methods is extrinsic. Users judge a summary’s quality according to how it affects the completion of some other task, such as how well they can answer certain questions relative to the full source text. ROUGE (Recall-Oriented Understudy for gisting Evaluation) is also used for summary evaluation by calculating n-gram overlaps between automatically generated summaries and previously-written human summaries. A high level of overlap should indicate a high level of shared concepts between the two summaries.Extractive approach for summarization by classification enables us to use recall, precession and F-measure to evaluate summaries (Sobh. I; Darwish. N; Fayek. M , 2009).
8. Available resources in Bibliotheca Alexandrina
Text summarization would be dramatically improved if there were a semantic analysis of the text to be summarized; if the summarizer can understand input text and hence determine the most important pieces of information to be included in the summary. Such a semantic analysis is possible using the Universal Networking Language (UNL). 15 languages are involved in the UNL project with their own UNL language centers. The Arabic UNL center is hosted at Bibliotheca Alexandrina, Alexandria, Egypt and is devoted to developing the components necessary for Arabic analysis and generation. Each center is, therefore, responsible for semantically analyzing input texts, such analyses are then available for itself and other centers to derive a summarized version which can be subsequently deconverted into any of the 15 languages with the help of the center involved and this support the multilingual summarization.
9. Strengths, weaknesses, opportunities and threats      

	Strength
	Weakness

	· Users are bombarded with more facts from more sources than they are capable of taking in.

· Users need to extract the content of the information accumulated within the texts and books.

· The Market need to understand how their products and services are perceived.

	· Lack of documentation of the existing systems.
· Linguistic approaches have some difficulties in requiring to use high quality linguistic analysis tools such as discourse parser and linguistic resources such as WordNet, and Lexical Chain.
· Statistical approaches are easy to implement, but generally they show low accuracy.



	Opportunities
	Threats

	         The revolution of the information through the internet.

         Availability of system such as the Universal Networking Language (UNL) which can provide a semantic analysis to the content of a give text.

         The advent of machine learning techniques in NLP

	         Lack of semantic analysis of the content .

         Systems take much time and high cost to construct the linguistic analysis tools.

 


 

10. Suggestions for Language Resources in automatic text summarization area

Summarization is a hard problem of Natural Language Processing because, to do it properly, one has to really understand the point of a text. This requires semantic analysis, discourse processing, and inferential interpretation The last step, especially, is complex, because systems without a great deal of world knowledge simply cannot do it. Therefore, attempts so far of performing true abstraction--creating abstracts as summaries--have not been very successful. Also machine learning techniques from closely related fields such as information retrieval or text mining have been adapted to help automatic summarization. 
11. organizations pioneers in automatic text summarization area
· Sakhr

Sakhr  is the global leader in Arabic language technology, with products for the Middle East in e-governance, education, wireless, and security. Sakhr has 200 employees worldwide, with offices in Cairo, Egypt and Washington DC, USA. Sakhr has developed numerous Arabic language “firsts”. Sakhr leads the field in Arabic language machine translation, OCR, speech recognition, speech synthesis, search, and summarization.Today, Sakhr’s investment in Arabic language solutions has proven visionary, with a growing commercial Middle East market of 300 million consumers, and international demand for security & defense. 
· Microsoft company

The company was founded in 1975, to develop and sell BASIC interpreters for the Altair 8800. Microsoft rose to dominate the home computer operating system market with MS-DOS in the mid-1980s, followed by the Windows line of operating systems. Many of its products have achieved near-ubiquity in the desktop computer market.
The AutoSummary Tools in Microsoft Office Word 2007 can highlight and assemble key points of a document. 

AutoSummarize analyzes a document and then assigns a score to each sentence. AutoSummarize uses the scoring system to extract the key points and assemble them for you. 
