Natural Language Story Understanding

1. Brief Overview
Automatic understanding of natural language stories by computer programs remains one of the hardest problems that computer scientists are still trying to solve. Early attempts in the 70s were based on natural language processing where little success has been made. In the 80s, and 90s, a shift in research direction to word sense disambiguation and information extraction has been made with a much success that revived the interest in tackling the story understanding problem once again.  Currently, computer scientists are using amalgamated techniques originated from different disciplines such as machine learning, text mining, beside the abovementioned techniques to deeply understand simple stories written in natural languages. 
During the last fifty years or so, the meaning of word understanding was associated with the technologies that have been used to process stories written in natural languages. Pioneer researchers such as John McCarthy (1967) and Charniak (1972) were seeking deep understanding where the computer programs can infer answers to questions that have not explicit or obvious answers in the story context.  Unfortunately, until now no one could design and implement such systems with this ambitious goal. In the 80s and 90s, the meaning of understanding, e.g. Chinchor (1999), was directed toward filling templates with information that extracted from information extraction systems. Other meanings of understanding include determining the events that change the states of objects mentioned in the story and the effect of these changes on these objects.
Story understanding problem has great impacts on our lives and society. In [Roger] Schank’s (1992) book, Tell Me a Story, he suggests that the cyclic process of developing increasingly complex levels of stories that we apply to increasingly sophisticated ways to specific situations is one way to map the human cognitive development process. Stories are the large and small instruments of meaning, of explanation, that we store in our memories. Stories are an excellent learning aid that most educational systems use to teach students different facts about life and manners. So, story understanding systems can be used for detecting and pinpointing the main objectives of stories, digitally storytelling the stories using different means such as multimedia and graphic animations and can be used as an excellent teaching aid for students, just to name a few benefits.
Although it is obvious from the above discussion the importance of story understanding systems, there are some  requirements that must be fulfilled to build such systems, some of these requirements are as follows:
· The creation of different story corpora. Each story corpus should contain stories written to a certain age range and may be implicitly classified according to the story objectives or any other classification criteria

· Software tools to process such stories to build different types of dictionaries. These tools may vary from morphological analyzers, shank stemmers, or any other types of lexical analyzers, to statistical syntactic analyzers, word sense disambiguation tools, text mining tools, etc

· Common-sense knowledge – this includes tools to represent knowledge and others to deduce knowledge from the stories. A lot of different types of knowledge representations have been proposed for story understanding problems, some of these knowledge representation techniques will be discussed in this report.

· For digitally storytelling stories, a number of graphics and animated tools are required to animate the story’s events and the effects of actions on the objects of the stories

2. Current and envisioned applications    

2.1 Early natural language understanding programs

· SHRDLU (1971; MIT; procedural representation, blocks world) 

· Winograd, Terry (1972). Understanding natural language. New York: Academic Press. 

· Program code: http://hci.stanford.edu/~winograd/shrdlu/ 

· MARGIE (1973; Stanford; conceptual dependency [CD], paraphrase, inference) 

· Schank, Roger C., Goldman, Neil, Rieger, Chuck, & Riesbeck, Christopher K. (1973). MARGIE: Memory, analysis, response generation and inference in English. In Proceedings of the Third International Joint Conference on Artificial Intelligence (pp. 255-261). 

· Schank, Roger C., Goldman, Neil, Rieger, Chuck, & Riesbeck, Christopher K. (1975). Inference and paraphrase by computer. Journal of the ACM, 22(3), 309-328. 

2.2 Popular story understanding programs

1. Story comprehension model (1972; MIT; demons) 

· Charniak, Eugene (1972). Toward a model of children's story comprehension (Technical Report AITR-266). Artificial Intelligence Laboratory, Massachusetts Institute of Technology, Cambridge, MA. ftp://publications.ai.mit.edu/ai-publications/pdf/AITR-266.pdf 

2. Ms. Malaprop (1977; University of Geneva/Yale; frames) 

· Charniak, Eugene (1977). Ms. Malaprop, a language comprehension program. In Proceedings of the Fifth International Conference on Artificial Intelligence. 

· Charniak, Eugene (1977). A framed PAINTING: The representation of a common sense knowledge fragment. Cognitive Science, 1, 355-394. 

3. QUALM (1977; Yale; question answering theory and program, used by SAM) 

· Lehnert, Wendy G. (1978). The process of question answering. Hillsdale, NJ: Erlbaum. 

4. News article comprehension model (1977; MIT; frames, linking, mapping) 

· Rosenberg, Steven T. (1977). Frame-based text processing (Technical Report AIM-431). Artificial Intelligence Laboratory, Massachusetts Institute of Technology, Cambridge, MA. ftp://publications.ai.mit.edu/ai-publications/pdf/AIM-431.pdf 

5. SAM (1978; Yale; scripts) 

· Cullingford, Richard E. (1978). Script application: Computer understanding of newspaper stories (Technical Report YALE/DCS/tr116). New Haven, CT: Computer Science Department, Yale University. 

· Cullingford, Richard E. (1981). SAM and Micro SAM. In Roger C. Schank, & Christopher K. Riesbeck (Eds.), Inside computer understanding. Hillsdale, NJ: Erlbaum. 

· Micro SAM code: http://www-cgi.cs.cmu.edu/afs/cs.cmu.edu/project/ai-repository/ai/areas/nlp/nlu/icu/0.html 

6. PAM (1978; Yale; plans, goals) 

· Wilensky, Robert (1978). Understanding goal-based stories (Technical Report YALE/DCS/tr140). New Haven, CT: Computer Science Department, Yale University. 

· Wilensky, Robert (1981). PAM and Micro PAM. In Roger C. Schank, & Christopher K. Riesbeck (Eds.), Inside computer understanding. Hillsdale, NJ: Erlbaum. 

· Wilensky, Robert (1982). Points: A theory of the structure of stories in memory. In Wendy G. Lehnert & Martin H. Ringle (Eds.), Strategies for natural language processing (pp. 345-374). Hillsdale, NJ: Erlbaum. 

7. CYRUS (1978; Yale; episodic memory) 

Kolodner, Janet L. (1984). Retrieval and organizational strategies in conceptual memory: A computer model. Hillsdale, NJ: Erlbaum. 

8. POLITICS (1979; Yale; political ideology) 

· Carbonell, Jaime (1979). Subjective understanding: Computer models of belief systems (Technical Report YALE/DCS/tr150). New Haven, CT: Computer Science Department, Yale University. 

9. FRUMP (1979; Yale; news story skimming) 

· DeJong, Gerald F. (1979). Skimming stories in real time: An experiment in integrated understanding (Technical Report YALE/DCS/tr158). New Haven, CT: Computer Science Department, Yale University. 

10. IPP (1980; Yale; generalization, episodic memory, integrated parsing) 

· Lebowitz, Michael (1980). Generalization and memory in an integrated understanding system (Technical Report YALE/DCS/tr186). New Haven, CT: Computer Science Department, Yale University. 

11. BORIS (1982; Yale; scripts, plans, goals, emotions, themes, integrated parsing) 

· Dyer, Michael G. (1983) In-depth understanding. Cambridge, MA: MIT Press. 

· Lehnert, Wendy G. (1982). Plot units: A narrative summarization strategy. In Wendy G. Lehnert & Martin H. Ringle (Eds.), Strategies for natural language processing (pp. 375-412). Hillsdale, NJ: Erlbaum. 

· Lehnert, Wendy G., Dyer, Michael G., Johnson, Peter N., Yang, C. J., & Harley, Steve (1983). BORIS-An experiment in in-depth understanding of narratives. Artificial Intelligence, 20(1), 15-62. 

· McDYPAR code: http://www-cgi.cs.cmu.edu/afs/cs.cmu.edu/project/ai-repository/ai/areas/nlp/nlu/mcdypar/0.html 

12. Wimp (1986; Brown; marker passing) 

· Charniak, Eugene (1983). Passing markers: A theory of contextual influence in language comprehension. Cognitive Science, 7, 171-190. 

· Charniak, Eugene (1986). A neat theory of marker passing. In Proceedings of the Fifth National Conference on Artificial Intelligence (pp. 584-588). Menlo Park, CA: AAAI Press. 

13. FAUSTUS (1987; UC Berkeley; marker passing) 

· Norvig, Peter (1987). A unified theory of inference for text understanding (Technical Report CSD-87-339). Berkeley, CA: Computer Science Division, University of California, Berkeley. ftp://sunsite.berkeley.edu/pub/techreps/CSD-87-339.html 

· Norvig, Peter (1989). Marker passing as a weak method for text inferencing. Cognitive Science, 13, 569-620. 

14. CRAM (1989; UCLA; connectionism, morals) 

· Dolan, Charles (1989). Tensor manipulation networks: Connectionist and symbolic approaches to comprehension, learning, and planning (Technical Report 890030). Los Angeles, CA: Computer Science Department, University of California, Los Angeles. ftp://ftp.cs.ucla.edu/tech-report/198_-reports/890030.pdf 

15. OpEd (1989; UCLA; editorial comprehension) 

· Alvarado, Sergio J. (1990). Understanding editorial text: A computer model of argument comprehension. Boston: Kluwer. ftp://ftp.cs.ucla.edu/tech-report/198_-reports/890045.pdf 

16. AQUA (1989; Yale; asking and answering questions while reading, explanation) 

· Ram, Ashwin (1989). Question-driven understanding: An integrated theory of story understanding, memory, and learning (Technical Report YALE/DCS/tr710). New Haven, CT: Computer Science Department, Yale University. 

· Ram, Ashwin (1994). AQUA: Questions that drive the explanation process. In Roger C. Schank, Alex Kass, & Christopher K. Riesbeck (Eds.), Inside case-based explanation (pp. 207-261). Hillsdale, NJ: Erlbaum. 

17. ROBIN (1989; UCLA; connectionism) 

· Lange, Trent E., & Dyer, Michael G. (1989). High-level inferencing in a connectionist network. Connection Science, 1, 181-217. ftp://ftp.cs.ucla.edu/tech-report/198_-reports/890063.pdf 

18. EL/Epilog/Ecologic (1989; University of Alberta, University of Rochester, Boeing; natural-language-like logical representation) 

· Schubert, Lenhart K., & Hwang, Chung Hee (1989). An episodic knowledge representation for narrative texts. In Proceedings of the First International Conference on Principles of Knowledge Representation and Reasoning (pp. 444-458). San Mateo, CA: Morgan Kaufmann. 

· Schubert, Lenhart K., & Hwang, Chung Hee (2000). Episodic logic meets Little Red Riding Hood: A comprehensive natural representation for language understanding. In Lucja M. Iwanska and Stuart C. Shapiro (Eds.), Natural language processing and knowledge representation (pp. 111-174). Cambridge, MA: MIT Press. http://www.cs.rochester.edu/~schubert/papers/el-meets-lrrh.ps 

· Program code: http://www.cs.rochester.edu/research/epilog/ 

19. KT (1989; IBM, University of Western Ontario; logic, commonsense reasoning) 

· Dahlgren, Kathleen, McDowell, Joyce, & Stabler, Jr., Edward P. (1989). Knowledge representation for commonsense reasoning with text. Computational Linguistics, 15(3), 149-170. http://acl.ldc.upenn.edu/J/J89/J89-3002.pdf 

20. SWALE (1990; Yale; explanation) 

· Schank, Roger C. (1986). Explanation patterns: Understanding mechanically and creatively. Hillsdale, NJ: Erlbaum. 

· Schank, Roger C., Kass, Alex, & Riesbeck, Christopher K. (Eds.). (1994). Inside case-based explanation. Hillsdale, NJ: Erlbaum. 

· Micro SWALE code: http://www.cs.indiana.edu/~leake/cbr/code/ 

21. Retriever/Anon (1990; Yale; indexing and retrieving planning knowledge) 

· Owens, Chris C. (1990). Indexing and retrieving abstract planning knowledge (Doctoral dissertation). New Haven, CT: Computer Science Department, Yale University. 

· Owens, Chris C. (1994). Retriever and Anon: Retrieving structures from memory. In Roger C. Schank, Alex Kass, & Christopher K. Riesbeck (Eds.), Inside case-based explanation (pp. 89-126). Hillsdale, NJ: Erlbaum. 

22. Accepter (1990; Yale; evaluating explanations) 

· Leake, David B. (1992). Evaluating explanations: A content theory. Hillsdale, NJ: Erlbaum. 

· Leake, David B. (1994). Accepter: Evaluating explanations. In Roger C. Schank, Alex Kass, & Christopher K. Riesbeck (Eds.), Inside case-based explanation (pp. 167-206). Hillsdale, NJ: Erlbaum. 

23. Tweaker/ABE (1990; Yale; adapting explanations) 

· Kass, Alex M. (1990). Developing creative hypotheses by adapting explanations (Doctoral dissertation). New Haven, CT: Computer Science Department, Yale University. 

· Kass, Alex M. (1994). Tweaker: Adapting old explanations to new situations. In Roger C. Schank, Alex Kass, & Christopher K. Riesbeck (Eds.), Inside case-based explanation (pp. 263-295). Hillsdale, NJ: Erlbaum. 

24. TACITUS (1990; SRI; logic, weighted abduction) 

· Hobbs, Jerry R., Stickel, Mark E., Appelt, Douglas, E., & Martin, Paul (1993). Interpretation as abduction. In Fernando C. N. Pereira & Barbara J. Grosz (Eds.), Natural language processing (pp. 69-142). Cambridge, MA: MIT Press. http://www.ai.sri.com/~hobbs/interp-abduct-ai.ps 

· Hobbs, Jerry R. (forthcoming). Discourse and inference. http://www.isi.edu/~hobbs/disinf-tc.html 

25. Wimp3 (1990; Brown; probabilistic account of marker passing) 

· Goldman, Robert P. (1990). A probabilistic approach to language understanding (Technical Report CS-90-34). Providence, RI: Computer Science Department, Brown University. 

· Carroll, Glenn, & Charniak, Eugene (1991). A probabilistic analysis of marker-passing techniques for plan recognition (Technical Report CS-91-44). Providence, RI: Computer Science Department, Brown University. http://www.cs.brown.edu/publications/techreports/reports/CS-91-44.html 

26. DISCERN (1990; UCLA; scripts, connectionism) 

· Miikkulainen, Risto, & Dyer, Michael G. (1991). Natural language processing with modular PDP networks and distributed lexicon. Cognitive Science, 15, 343-400. 

· Miikkulainen, Risto (1993). Subsymbolic natural language processing. Cambridge, MA: MIT Press. ftp://ftp.cs.utexas.edu/pub/neural-nets/papers/miikkulainen.diss.tar 

· Program code: ftp://ftp.cs.utexas.edu/pub/neural-nets/software/ 

27. THUNDER (1991; UCLA; irony, ethics) 

· Reeves, John (1991). Computational morality: A process model of belief conflict and resolution for story understanding (Technical report 910017). Los Angeles, CA: Computer Science Department, University of California, Los Angeles. ftp://ftp.cs.ucla.edu/tech-report/1991-reports/910017.pdf 

28. ARIEL (1991; UCLA; analogy, editorial comprehension) 

· August, Stephanie (1991). ARIEL: An approach to understanding analogies in arguments (Technical Report 910051). Los Angeles, CA: Computer Science Department, University of California, Los Angeles. ftp://ftp.cs.ucla.edu/tech-report/1991-reports/910051.pdf 

29. Construction-integration model (1992; University of Colorado at Boulder; construction-integration) 

· Mross, Ernest F., & Roberts, Jonathan O. (1992). The construction-integration model: A program and manual (Technical Report 92-14). Boulder, CO: Institute of Cognitive Science, University of Colorado at Boulder. http://ics.colorado.edu/techpubs/pdf/92-14.pdf 

30. Automatic inference (1992; UC Berkeley; probabilistic account of marker passing) 

· Wu, Dekai (1992). Automatic inference: A probabilistic basis for natural language interpretation (Technical Report CSD-92-692). Berkeley, CA: Computer Science Division, University of California, Berkeley. ftp://sunsite.berkeley.edu/pub/techreps/CSD-92-692.html 

31. Story Gestalt model (1992; CMU; scripts, connectionism) 

· St. John, Mark F. (1992). The story gestalt: A model of knowledge-intensive processes in text comprehension. Cognitive Science, 16, 271-306. 

32. REMIND (1992; UCLA; spreading activation, memory retrieval) 

· Lange, Trent E., & Wharton, Charles M. (1992). Remind: Retrieval from episodic memory by inferencing and disambiguation (Technical report 920047). Los Angeles, CA: Computer Science Department, University of California, Los Angeles. ftp://ftp.cs.ucla.edu/tech-report/1992-reports/920047.pdf 

33. KERNEL (1993; Unisys; complex interaction among system modules) 

· Palmer, Martha Stone, Passonneau, Rebecca J., Weir, Carl, & Finin, Timothy W. (1993). The KERNEL text understanding system. Artificial Intelligence, 63(1-2), 17-68. 

34. Golden and Rumelhart model (1993; UT Dallas, Stanford; situation-state space) 

· Golden, R. M., & Rumelhart, D. E. (1993). A parallel distributed processing model of story comprehension and recall. Discourse Processes, 16, 203-237. 

35. AbMaL (1994; UC Irvine/Northwestern; emotions, situation calculus) 

· O'Rorke, Paul, & Ortony, Andrew (1994). Explaining emotions. Cognitive Science, 18, 283-323. 

36. COMPERE (1995; Georgia Tech; integrated syntax-semantics) 

· Mahesh, Kavi (1995). Syntax-semantics interaction in sentence understanding (Technical Report GIT-CC-95-10). Atlanta, GA: College of Computing, Georgia Institute of Technology. ftp://ftp.cc.gatech.edu/pub/tech_reports/95/GIT-CC-95-10.ps.Z 

37. SNePS/Cassie (1995; SUNY Buffalo; propositional semantic networks, beliefs) 

· Shapiro, Stuart C., & Rapaport, William J. (1995). An introduction to a computational reader of narratives. In Judith F. Duchan, Gail A. Bruder, Lynne E. Hewitt (Eds.), Deixis in narrative (pp. 79-105). Hillsdale, NJ: Erlbaum. 

· Program code: ftp://ftp.cse.buffalo.edu/pub/sneps/ 

38. Modified construction-integration model (1995; University of Chicago; connectionism, construction-integration model) 

· Langston, Mark C., Trabasso, Tom, & Magliano, Joseph P. (1999). A connectionist model of narrative comprehension. In Ashwin Ram, & Kenneth Moorman (Eds.), Understanding Language Understanding (pp. 181-226). Cambridge, MA: MIT Press. 

39. Meta-AQUA (1996; Georgia Tech; learning, empirical study on TALE-SPIN stories) 

· Cox, Michael T. (1996). Introspective multistrategy learning: Constructing a learning strategy under reasoning failure (Technical Report GIT-CC-96-06). Atlanta, GA: College of Computing, Georgia Institute of Technology. 

40. ThoughtTreasure (1996; Signiform; plans, goals, emotions, grids, simulation) 

· Mueller, Erik T. (1998). Natural language processing with ThoughtTreasure. New York: Signiform. 

· Mueller, Erik T. (1999). A database and lexicon of scripts for ThoughtTreasure. CogPrints cog00000555. 

41. NKRL (1996; CNRS; language for representing content of narratives) 

· Zarri, Gian Piero (1996). NKRL, a knowledge representation language for narrative natural language processing. Proceedings of COLING 1996 (pp. 1032-1035). http://acl.ldc.upenn.edu/C/C96/C96-2181.pdf 

42. ISAAC (1997; Georgia Tech; creative reading) 

· Moorman, Kenneth (1997). A functional theory of creative reading: Process, knowledge, and evaluation (Doctoral dissertation). Atlanta, GA: College of Computing, Georgia Institute of Technology. 

· Moorman, Kenneth, & Ram, Ashwin (1994). Integrating creativity and reading: A functional approach. In Sixteenth Annual Conference of the Cognitive Science Society 

43. KARMA (1997; UC Berkeley; x-schemas, metaphor, aspect) 

· Narayanan, Srinivas S. (1997). Knowledge-based action representations for metaphor and aspect (KARMA) (Doctoral dissertation). University of California, Berkeley. http://www.icsi.berkeley.edu/~snarayan/thesis.pdf 

44. Deep Read (1999; MITRE; reading comprehension) 

· Hirschman, Lynette, Light, Marc, Breck, Eric, & Burger, John D. (1999). Deep Read: A reading comprehension system. In Proceedings of the 37th Annual Meeting of the Association for Computational Linguistics. 

· Hirschman, Lynette (1999). Reading comprehension: A grand challenge for human language technology (presentation). 

· Hirschman, Lynette (1999). Deep Read (project plan). 

· Hirschman, Lynette (2000). Deep Read: Natural language understanding grand challenge application (presentation). 

45. Spatio-Temporal Model (2000; LIMSI-CNRS; physical model) 

· Gerard, S., & Sansonnet, Jean-Paul (2000). A spatio-temporal model for the representation of situations described in narrative texts. Proceedings of NLP 2000 (pp. 176-184). 

46. Aquareas (2000; DSO National Laboratories, Singapore; reading comprehension) 

· Ng, Hwee Tou, Teo, Leong Hwee, & Kwan, Jennifer Lai Pheng (2000). A machine learning approach to answering questions for reading comprehension tests. In Proceedings of the 2000 Joint SIGDAT Conference on Empirical Methods in Natural Language Processing and Very Large Corpora (EMNLP/VLC-2000) (pp. 124-132). http://www.comp.nus.edu.sg/~nght/pubs/emnlp_vlc00.pdf.gz 

47. Reading comprehension programs (2000; Brown University; reading comprehension) 

· Charniak, Eugene et al. (2000). Reading comprehension programs in a statistical language processing class. In Proceedings of the ANLP/NAACL 2000 Workshop on Reading Comprehension Tests as Evaluation for Computer-Based Language Understanding Systems. 

48. Quarc (2000; University of Utah; reading comprehension) 

· Riloff, Ellen, & Thelen, Michael (2000). A rule-based question answering system for reading comprehension tests. In Proceedings of the ANLP/NAACL 2000 Workshop on Reading Comprehension Tests as Evaluation for Computer-Based Language Understanding Systems. 

49. Story understanding model (2003; New Mexico State University; commonsense aspects) 

· Chavez, Jr., Nemecio R. (2003). Commonsense aspects of story understanding. New Mexico Alliance for Graduate Education and the Professoriate 3rd Annual Conference (poster presentation). Socorro, NM. 

50. Model-based story understanding program (2003; IBM Research; event calculus, satisfiability) 

· Mueller, Erik T. (2003). Story understanding through multi-representation model construction. In Graeme Hirst & Sergei Nirenburg (Eds.), Text Meaning: Proceedings of the HLT-NAACL 2003 Workshop (pp. 46-53). East Stroudsburg, PA: Association for Computational Linguistics. 

· Mueller, Erik T. (2004). Understanding script-based stories using commonsense reasoning. Cognitive Systems Research, 5(4), 307-340. 

· Mueller, Erik T. (2004). Event calculus reasoning through satisfiability. Journal of Logic and Computation, 14(5), 703-730. 

· Mueller, Erik T. (2006). Commonsense reasoning. San Francisco: Morgan Kaufmann. http://www.amazon.com/exec/obidos/ASIN/0123693888/ 

· Mueller, Erik T. (2007). Modelling space and time in narratives about restaurants. Literary and Linguistic Computing, 22(1), 67-84. http://dx.doi.org/10.1093/llc/fql014 

51. Distributed Situation Space (DSS) model (2003; Tilburg, Nijmegen, Max Planck Institute for Psycholinguistics; microworld, situation-state space, self-organizing maps) 

· Frank, Stefan L., Koppen, Mathieu, Noordman, Leo G. M., Vonk, Wietske (2003). Modeling knowledge-based inferences in story comprehension. Cognitive Science, 27, 875-910. 

52. Semantic Stories (2003; University of Edinburgh; plot analysis, latent semantic analysis [LSA], event calculus) 

· Halpin, Harry Reeves (2003) The plots of children and machines: The statistical and symbolic semantic analysis of narratives (MSc. thesis). School of Informatics, University of Edinburgh. http://www.semanticstories.org/thesis/mscthesis.pdf 

· Halpin, Harry, & Moore, Johanna D. (2006). Event Extraction in a Plot Advice Agent. Proceedings of the 21st International Conference on Computational Linguistics and 44th Annual Meeting of the Association for Computational Linguistics. 

53. CPL (2005; Boeing; computer-processable language) 

· Clark, Peter, Harrison, Philip, Jenkins, Thomas, Thompson, John, & Wojcik, Richard H. (2005). Acquiring and using world knowledge using a restricted subset of English. Proceedings of the Eighteenth International Florida Artificial Intelligence Research Society Conference (pp. 506-511). 

54. STORY (2005; University of Maryland and University of Naples "Federico II"; extracting stories from text and other data sources) 

· Fayzullin, Marat, Subrahmanian, V.S., Albanese, Massimiliano, Cesarano, Carmine, & Picariello, Antonio (in press). Story creation from heterogeneous data sources. Multimedia Tools and Applications. 

2.3 Story generation programs

1. TALE-SPIN (1976; Yale; simulation, goals, plans) 

· Meehan, James (1976). The metanovel: Writing stories by computer (Technical Report YALE/DCS/tr074). New Haven, CT: Computer Science Department, Yale University. 

· Meehan, James (1981). TALE-SPIN and Micro TALE-SPIN. In Roger C. Schank, & Christopher K. Riesbeck (Eds.), Inside computer understanding. Hillsdale, NJ: Erlbaum. 

· Sack, Warren (1992). Micro-Talespin: A story generator. (A translation of Micro TALE-SPIN into Common Lisp.) 

· Clark, Peter (1999). Story generation and aviation incident representation. (Simple Prolog version of TALE-SPIN applied to the generation of aviation incident stories.) http://www.cs.utexas.edu/users/pclark/working_notes/014.pdf http://www.cs.utexas.edu/users/pclark/working_notes/talespin.pl 

2. UNIVERSE (1983; Columbia; person frames, stereotypes, past events) 

· Lebowitz, Michael (1983). Creating a story-telling universe. In Proceedings of the 8th International Joint Conference on Artificial Intelligence (pp. 63-65). 

3. ROALD (1983; University of Exeter; goals, simulation) 

· Yazdani, Masoud (1983). Generating events in a fictional world of stories (Research Report R-113). Department of Computer Science, University of Exeter. 

4. Racter (1984; William Chamberlain and Thomas Etter; syntax directives) 

· Racter (1984). The Policeman's Beard is Half Constructed. New York: Warner. 

· Racter FAQ: http://www.robotwisdom.com/ai/racterfaq.html 

5. Daydreamer (1987; UCLA; daydreaming, planning, episodic memory, emotions) 

· Mueller, Erik T., & Dyer, Michael G. (1985). Towards a computational theory of human daydreaming. Proceedings of the Seventh Annual Conference of the Cognitive Science Society (pp. 120-129). Hillsdale, NJ: Lawrence Erlbaum. 

· Mueller, Erik T. (1987). Daydreaming and computation: A computer model of everyday creativity, learning, and emotions in the human stream of thought (Technical Report CSD-870017, UCLA-AI-87-8). Doctoral dissertation, Computer Science Department, University of California, Los Angeles. Ann Arbor, MI: UMI. 

· Mueller, Erik T. (1990). Daydreaming in humans and machines: A computer model of the stream of thought. Norwood, NJ: Ablex. 

6. Author (1989; Yale; reconstructive and dynamic memory) 

· Dehn, Natalie (1981). Memory in story invention. In Proceedings of the Third Annual Conference of the Cognitive Science Society. 

· Dehn, Natalie (1989). Computer story-writing: The role of reconstructive and dynamic memory (Technical Report YALE/DCS/tr712). New Haven, CT: Computer Science Department, Yale University. 

7. Oz (1989; CMU; interactive drama, goals, emotions) 

· Smith, Sean, & Bates, Joseph (1989). Towards a theory of narrative for interactive fiction (Technical Report CMU-CS-89-121). School of Computer Science, Carnegie Mellon University, Pittsburgh, PA. http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/oz/web/papers/CMU-CS-89-121.ps 

· Bates, Joseph, Loyall, A. Bryan, & Reilly, W. Scott (1992). Integrating reactivity, goals, and emotion in a broad agent. In Proceedings of the Fourteenth Annual Conference of the Cognitive Science Society. http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/oz/web/papers/CMU-CS-92-142.ps 

· Reilly, W. Scott Neal (1996). Believable social and emotional agents (Technical Report CMU-CS-96-138). School of Computer Science, Carnegie Mellon University, Pittsburgh, PA. http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/oz/web/papers/CMU-CS-96-138-1sided.ps 

· Loyall, A. Bryan (1997). Believable agents: Building interactive personalities (Technical Report CMU-CS-97-123). School of Computer Science, Carnegie Mellon University, Pittsburgh, PA. http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/oz/web/papers/CMU-CS-97-123.ps 

8. TAILOR (1991; University of Calgary; story space, planning) 

· Smith, Tony C., & Witten, Ian H. (1991). A planning mechanism for generating story text (Technical Report 1991-431-15). Calgary, Canada: Department of Computer Science, University of Calgary. http://pharos.cpsc.ucalgary.ca/Dienst/Repository/2.0/Body/ncstrl.ucalgary_cs/1991-431-15/pdf 

9. MINSTREL (1992; UCLA; planning advice themes, case-based reasoning) 

· Turner, Scott R. (1994). The creative process: A computer model of storytelling and creativity. Hillsdale, NJ: Erlbaum. ftp://ftp.cs.ucla.edu/tech-report/1992-reports/920057.pdf 

10. Dramatica (1993; Melanie Anne Phillips and Chris Huntley; Dramatica theory) 

· Phillips, Melanie Anne, & Huntley, Chris (1993). Dramatica: A new theory of story. http://www.dramatica.com/theory/theory_book/dtb.html 

· Dramatica web site: http://www.dramatica.com/ 

11. Scenario Synthesizer (1998; Rutgers; formal scenario) 

· Galitsky, Boris (1998). A formal scenario and metalanguage support means to reason about it (Technical report 98-28). New Brunswick, NJ: DIMACS. ftp://dimacs.rutgers.edu/pub/dimacs/TechnicalReports/TechReports/1998/98-28.ps.gz 

· Galitsky, Boris (1999). Narrative generation for the control of buyer's impression. 

12. Agent Stories (1999; MIT; authoring, story pieces, story agents) 

· Brooks, Kevin Michael (1999). Metalinear cinematic narrative: Theory, process, and tool (Doctoral dissertation). Cambridge, MA: Program in Media Arts and Sciences, School of Architecture and Planning, Massachusetts Institute of Technology http://xenia.media.mit.edu/~brooks/dissertation.html 

13. BRUTUS (2000; RPI; story grammars, frames) 

· Bringsjord, Selmer, & Ferrucci, David A. (2000). Artificial intelligence and literary creativity. Mahwah, NJ: Erlbaum. 

14. Author/StoryBook (2000; North Carolina State University; sentence planner, functional systemic grammar) 

· Callaway, Charles (2000). Narrative prose generation (Ph.D. thesis). North Carolina State University. http://tcc.itc.it/people/callaway/pubs.html 

15. MEXICA (2001; Universidad Nacional Autonoma de Mexico, University of Birmingham; engagement-reflection) 

· Perez y Perez, Rafael & Sharples, Mike (2001) MEXICA: A computer model of a cognitive account of creative writing. Journal of Experimental and Theoretical Artificial Intelligence, 13(2), 119-139. http://www.eee.bham.ac.uk/sharplem/Papers/mexica_jetai.pdf 

16. MAKEBELIEVE (2002; MIT; Open Mind Common Sense) 

· Liu, Hugo, & Singh, Push (2002). MAKEBELIEVE: Using commonsense knowledge to generate stories. In Proceedings of the Eighteenth National Conference on Artificial Intelligence and Fourteenth Conference on Innovative Applications of Artificial Intelligence (pp. 957-958). http://web.media.mit.edu/~hugo/publications/papers/AAAI2002-makebelieve.pdf 

17. IDtension (2004; LINC, University of Paris 8; graph-based narrative structures) 

· Szilas, Nicolas, & Rety, Jean-Hugues (2004). Minimal structure for stories. In Proceedings of the First ACM Workshop on Story Representation, Mechanism, and Context, 12th ACM International Conference on Multimedia (pp. 25-32). New York: ACM. 

18. Fabulist (2004; North Carolina State University; planning, plot coherence, character believability) 

· Riedl, Mark Owen (2004). Narrative generation: Balancing plot and character (Doctoral dissertation). Raleigh, NC: Department of Computer Science, North Carolina State University. http://people.ict.usc.edu/~riedl/pubs/dissertation.pdf 

19. System for automatic story generation (2005; Universidad Complutense de Madrid; CBR) 

· Gerves, Pablo, Deaz-Agudo, Belen, Peinado, Federico, & Herves, Raquel (2005). Story plot generation based on CBR. Knowledge-Based Systems, 18(4-5), 235-242. 

2.4 Envisioned applications    
1. Text-to-Scene conversion
· United States Patent US7016828 (Coyne, Robert, 2006) by AT&T Corp.
· United States Patent US7512537 (2009) by Microsoft
· The system relates to a method of converting a set of words into a three-dimensional scene description, which may then be rendered into three-dimensional images. 

2. Text communication device
· United States Patent US20020035467 (Morimoto, Kenjiro, 2002) by 
· A text communication device enables the enjoyment of chatting in a game space such that a dialog according to the personality of the game character is output. In a text communication device connected to a network and capable of communicating at least by text, the selection of terms corresponding to the character and prompt delivery of messages are sought by sorting a group of candidate terms prepared in advance for the communication of messages pursuant to the attribute of the character to be the subject of the conversation, and selecting terms for chatting there from. The communication between different languages is also facilitate
3. Intelligent Multimedia Storytelling Systems

· These systems generate multimedia presentation to tell stories from natural language text or drama/movie scripts
3. Main Players

Since the majority of story understanding researchers are university scholars and professors, the following list surveys some key persons and institutions who and which have a great impact on this field:

	Name
	Website
	Brief Biography

	John McCarthy



	http://www-formal.stanford.edu/jmc/

	One of the computer science pioneers who coins the problem of deep story understanding and he is considered as the god-father of the field of Artificial Intelligence 


	David Rumelhart
[image: image2.jpg]



	http://rumelhartprize.org/biography.htm

	David E. Rumelhart has made many contributions to the formal analysis of human cognition, working primarily within the frameworks of mathematical psychology, symbolic artificial intelligence. He also admired formal linguistic approaches to cognition and explored the possibility of formulating a formal grammar to capture the structure of stories

	Marvin Minsky
[image: image3.jpg]



	http://web.media.mit.edu/~minsky/

	Marvin Minsky is Toshiba Professor of Media Arts and Sciences, and Professor of Electrical Engineering and Computer Science, at the MIT. His research has led to both theoretical and practical advances in artificial intelligence, cognitive psychology, neural networks, and the theory of Turing Machines and recursive functions. He has made other contributions in the domains of graphics, symbolic mathematical computation, knowledge representation, commonsensical semantics, machine perception, and both symbolic and connectionist learning. He has also been involved with advanced technologies for exploring space


	Erik T. Mueller



	http://domino.research.ibm.com/comm/research_people.nsf/pages/etm.index.html

	Erik T. Mueller is a research staff member at the IBM Thomas J. Watson Research Center. He is the author of the books Commonsense Reasoning (Morgan Kaufmann) and Daydreaming in Humans and Machines (Ablex). He received an S.B. in Computer Science and Engineering from the Massachusetts Institute of Technology, and an M.S. and Ph.D. in Computer Science from the University of California, Los Angeles. His research focuses on natural language understanding and commonsense reasoning.

	



	http://www.cs.brown.edu/~ec/

	Eugene Charniak is Professor of Computer Science. and Cognitive Science at Brown University. He received an A.B. degree in Physics from University of Chicago and a Ph.D. from M.I.T. in Computer Science. He has published four books: Computational Semantics, with Yorick Wilks (1976); Artificial Intelligence Programming (now in a second edition) with Chris Riesbeck, Drew McDermott, and James Meehan (1980, 1987); Introduction to Artificial Intelligence with Drew McDermott (1985); and Statistical Language Learning (1993). His research has always been in the area of language understanding or technologies which relate to it, such as knowledge representation, reasoning under uncertainty, and learning. Over the last few years he has been interested in statistical techniques for language understanding. His research in this area has included work in the subareas of part-of-speech tagging, probabilistic context-free grammar induction, and, more recently, syntactic disambiguation through word statistics, efficient syntactic parsing, and lexical resource acquisition through statistical means. 




Institutions

	Organization
	Website
	Application/System/Workshop

	MIT Media Lab, 2009
	http://csc.media.mit.edu/iuiStories/
	Workshop on Common Sense and Intelligent User Interfaces: Story Understanding and Generation for Context-Aware Interface Design

	ACM International Conference on Multimedia 2008
	http://ame2.asu.edu/SRMC08/
	Second ACM Workshop on Story Representation, Mechanism and Context, ACM International Conference on Multimedia 2008

	IBM
	http://domino.research.ibm.com/comm/research_people.nsf/pages/etm.index.html

	Model-based story understanding program (2003; IBM Research; event calculus, satisfiability). Mueller, Erik T. (2003).


4 Needed and Available Resources

The following resources are needed to augment the story understanding process

· Arabic story corpus: a collection of Arabic stories classified according to child ages or story context. This corpus should be analyzed to generate a collection of dictionary that helps the understanding process.
· Dictionaries: digital Arabic-Arabic dictionary for Arabic words and colligates and graphic dictionary for story animations.
· NLP tools: such as lexical analyzers, syntax analyzers and semantic analyzer, etc.
· Commonsense knowledge: it represents the facts about life and different situations.
· Generator tools: to generate different NLP tools. Such as lexical analyzer generator and syntax analyze generator.
· Story understanding tools: to represent and understand the story under investigations.
· A set of animation tools: to render animated sense for the understood stories.
Available recourses:
1- Arabic Corpora
	Name of Corpus
	Source
	Medium
	Size
	Purpose
	Material

	General Scientific Arabic Corpus (2004)
	UMIST, UK
	Written
	1.6M words
	Investigating Arabic compounds
	http://www.kisr.edu.kw/science/

	Classical Arabic Corpus (CAC) (2004)
	UMIST, UK
	Written
	5M words
	Lexical analysis research
	www.muhaddith.org and www.alwaraq.com

	Multilingual Corpus 2004
	UMIST, UK
	Written
	10.7M  words (Arabic 1M)
	Translation
	IT-specialized websites

	SOTETEL Corpus
	SOTETEL-IT, Tunisia
	Written
	8M words
	Lexicography
	Literature, academic and journalistic material

	Corpus of Contemporary Arabic (CCA) 2004


	University of Leeds
	Written and spoken
	Around 1M words
	TAFL
	Websites


2- Arabic-Arabic Dictionary
UPC - Arabic Arabic Dictionary : www.lsi.upc.edu/~halkoum/aralisan.php
Arabic Wiktionary :  http://ar.wiktionary.org/
3- NLP tools
1- RDI's NLP tools:  http://www.rdi-eg.com/rdi/technologies/arabic_nlp_pg.htm includes
· ArabDictions: RDI's Arabic Lexical Dictionaries
· RDI's Arabic Morphological Analyzer
· Arabic Lexical Semantic Analysis: RDI's Arabic Lexical Semantic Analyzer can do four basic lexical semantic functions:

1. To retrieve the Arabic words under a a given semantic field belonging to a predefined closed set of global semantic fields; i.e. Forward Mapping.

2. To map any given Arabic word to one or many of the aforementioned pre-defined semantic fields; i.e. Backward Mapping.

3. To retrieve the semantic relation(s) between a given pair of the semantic fields.

4. To infer the semantic fields related with a given semantic relation to a given semantic field.

2- Penn XTAG project:
A wide-coverage tree-adjoining grammar written in a mixture of C and Common Lisp. Also includes a large coverage morphological analyzer. Now includes more tools such as TCL/Tk tree viewer.
Strengths, weaknesses, opportunities and threads

Strengths
· Currently, the unification of different approaches such as word disambiguation, information retrieval and extraction, text mining and natural language processing has led to great improvement to the story understanding process. 

· Also, the use of event calculus, a formal methodology to represent stories, has led to great improvement in this field

Weaknesses

· Deep story understanding is still a far-reaching goal, no one until now could do it!

Opportunities 

· Build a plethora of NLP tools based on different technologies to assist the process of story understanding

· Laying out theories about understanding and learning

· Make animated stories by processing the story narratives

Threads

· Currently, there is no threads wha so ever!

Suggestions for Survey Questionnaires 
· What kinds of stories are important for the kids/computer to understand?
· What level of understanding is required to answer questions about stories?

